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Impact of infralimbic inputs on intercalated amygdala neurons: A biophysical modeling study
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Intercalated (ITC) amygdala neurons regulate fear expression by controlling impulse traffic between the input (basolateral amygdala; BLA) and output (central nucleus; Ce) stations of the amygdala for conditioned fear responses. Previously, stimulation of the infralimbic (IL) cortex was found to reduce fear expression and the responsiveness of Ce neurons to BLA inputs. These effects were hypothesized to result from the activation of ITC cells projecting to Ce. However, ITC cells inhibit each other, leading to the question of how IL inputs could overcome the inter-ITC inhibition to regulate the responses of Ce neurons to aversive conditioned stimuli (CSs). To investigate this, we first developed a compartmental model of a single ITC cell that could reproduce their bistable electroresponsive properties, as observed experimentally. Next, we generated an ITC network that implemented the experimentally observed short-term synaptic plasticity of inhibitory inter-ITC connections. Model experiments showed that strongly adaptive CS-related BLA inputs elicited persistent responses in ITC cells despite the presence of inhibitory interconnections. The sustained CS-evoked activity of ITC cells resulted from an unusual slowly deactivating $K^+$ current. Finally, over a wide range of stimulation strengths, brief IL activation caused a marked increase in the firing rate of ITC neurons, leading to a persistent decrease in Ce output, despite inter-ITC inhibition. Simulations revealed that this effect depended on the bistable properties and synaptic heterogeneity of ITC neurons. These results support the notion that IL inputs are in a strategic position to control extinction of conditioned fear via the activation of ITC neurons.

[Supplemental material is available for this article.]

Intercalated (ITC) amygdala neurons occur as multiple densely packed cell clusters distributed along the lateral and medial aspects of the basolateral amygdaloid (BLA) complex. Medial ITC clusters are thought to constitute critical regulators of classically conditioned fear responses (Pare et al. 2004) because they are in a strategic position to control impulse traffic between the sensory input and fear output stations of the amygdala: the BLA and central nucleus (Ce), respectively. Indeed, ITC cells receive glutamatergic afferents from the BLA, and send GABAergic projections to Ce (Pare and Smith 1993a,b; Royer et al. 1999; Jungling et al. 2008). In addition, ITC neurons located dorsally (ITC_D) at the BLA–Ce border inhibit more ventral ones (ITC_V) (Royer et al. 2000a), thereby allowing for a spatiotemporally differentiated gating of impulse traffic between BLA and Ce (Fig. 1A; Royer et al. 1999).

Much evidence indicates that medial ITC cell clusters participate in the extinction of conditioned fear responses (Royer and Pare 2002; Jungling et al. 2008; Likhtik et al. 2008). It is currently believed (Pare et al. 2004; Quirk and Mueller 2008) that extinguished conditioned stimuli (CS) activate infralimbic (IL) neurons with glutamatergic projections to ITC cells. In turn, ITC cells would reduce conditioned fear responses by generating feedforward inhibition in fear output Ce neurons (Pare et al. 2004). Consistent with this, IL stimulation dramatically reduces the responsiveness of Ce neurons to BLA inputs (Quirk et al. 2003). However, IL axons target all medially located ITC cells clusters (McDonald et al. 1996). Since there are inhibitory connections between (Royer et al. 2000a) as well as within ITC cells clusters (Gerasitano et al. 2007), it is not immediately clear how IL inputs could overcome the inter-ITC inhibition.

Unfortunately, it is currently difficult to address this question experimentally, because we lack criteria to identify ITC cells on the basis of their extracellularly recorded activity. Thus, we developed a biophysical conductance-based model of the ITC network (Fig. 1B) to study how inter-ITC inhibitory connections affect their responses to IL inputs. A second objective of our study was to examine how the peculiar electroresponsive properties of ITC cells shape their responsiveness to BLA/IL inputs. Indeed, ITC cells express an unusual voltage-dependent $K^+$ conductance whose slow-deinactivation kinetics allow them to produce prolonged depolarizing plateaus after a transient suprathreshold depolarization (Royer et al. 2000b). The ability of ITC neurons to transform transient excitatory inputs into a prolonged state of increased excitability may have important consequences for how they regulate conditioned fear. In keeping with this idea, during prolonged auditory CSs, BLA principal neurons show rapidly adapting responses (Quirk et al. 1995, 1997; Repa et al. 2001; Herry et al. 2008). Moreover, pairing CSs with brief (300 msec) electrical IL stimuli reduces conditioned freezing in a temporally specific manner (Milad and Quirk 2002; Milad et al. 2004). At present, it is not clear how such transient responses are converted into sustained behavioral output. We therefore tested the hypothesis that the bistable electroresponsive properties of ITC cells allow them to transform transient BLA/IL signals into a more sustained output.
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Results

Overview of the model

We developed a biophysical conductance-based model of the medial ITC network (Fig. 1) with dorsal and ventral ITC modules (see Materials and Methods section). We first constructed a single-cell ITC model that could replicate the experimentally observed bistable behavior of ITC cells (Royer et al. 2000b). Short-term facilitation and depression were implemented in the GABAergic ITC–ITC and ITC–Ce connections, and their dynamics were adjusted to reproduce frequency-dependent changes in release probability, as observed experimentally (Geracitano et al. 2007). We first investigated whether the sustained activity seen in a single ITC cell could be maintained in the ITC network with inhibitory connectivity. Next, with experimentally observed changes in BLA firing rates and synaptic strengths, we examined how the ITC network regulated the firing of Ce neurons during fear conditioning and extinction. Finally, the model was used to study the impact of IL inputs on network activity. Note that in this section we used BLA to collectively refer to the lateral (LA) and basal (BA) nuclei of the amygdala.

Single-cell firing properties

ITC model neuron

The responses of the ITC model neuron to current injections from rest reproduced experimentally observed behaviors (Fig. 2A; Royer et al. 2000b; Marowsky et al. 2005; Geracitano et al. 2007). In response to low-amplitude depolarizing current injections (100 pA), there was a delay to the first spike and the firing frequency gradually increased with time due to the inactivation of the $I_{SD}$ current (dashed curve). Such a frequency increase with time was also observed in experimental data (see Fig. 2B in Marowsky et al. 2005). With higher current injections (200 pA), the delay to first spike was reduced and the neuron fired tonically at a higher rate. Also, the $I_{SD}$ current inactivated faster compared with low-amplitude injected currents.

The impact of $I_{SD}$ on the repetitive firing behavior of the ITC model neuron is shown in Figure 2B, which plots instantaneous firing frequency evoked by depolarizing current injections with (solid lines) and without (dashed lines) the $I_{SD}$ current. In the presence of $I_{SD}$ and with low-amplitude depolarizing current injections (100 pA, bottom), the firing frequency gradually increased. However, when the $I_{SD}$ current was removed from the model, the firing frequency started at a higher rate and slowed down to about 50 Hz due to the activation of the $I_{AHP}$ current. Thus, the inclusion of the $I_{SD}$ current changed regular frequency adaptation to reverse frequency adaptation. When the applied current increased, the firing frequency with $I_{SD}$ current no longer increased monotonically with time, but showed a triphasic profile: after an initial transient increase, it decreased for about 150 msec, and then increased slightly thereafter.

This indicates that high-current injections, the $I_{AMP}$ current activated rapidly, which overcame the effect of the $I_{SD}$ current inactivation in the first 200 msec. Without the $I_{SD}$ current, the frequency curve also showed a similar trend, with a larger second-phase adaptation decrease due to the loss of the opposing influence from the $I_{SD}$ current inactivation (Fig. 2B).

A characteristic feature of ITC cells is that due to inactivation of the $I_{SD}$ current, following spike trains, they generate after-depolarizations (ADPs) that increase in amplitude with the amount of depolarizing current (Royer et al. 2000b). To test whether our model could reproduce this behavior, transient suprathreshold current injections of various amplitudes were applied from a constant pre-pulse membrane potential (Fig. 3A).

With low-current injections (Fig. 3A1), the ADP had a low amplitude, and a characteristic “hump and sag” developed with increased current reaching the spike threshold (Fig. 3A2). With an even larger current, the ADP generated a burst of spikes (Fig. 3A3, reflects Fig. 2A in Royer et al. 2000b). Time-dependent variations in the activation ($m$) and inactivation ($h$) gating variables of the $I_{SD}$ current are shown below each voltage trace in Figure 3A. As the current injection increased, the variable $h$ was inactivated to a lower level, i.e., the conductance was more efficiently reduced, thereby causing a larger ADP.

Experimentally, the ADP amplitude was reported to increase with the duration of suprathreshold depolarizing current pulses (Royer et al. 2000b). To test whether our model could reproduce this behavior, current injections of constant intensity but variable durations were applied from the same prepulse $V_{0}$ (Fig. 3B). In keeping with experimental observations, the ADP amplitude increased with current pulse duration, eventually leading to spike generation (Fig. 3B3). Examination of $I_{SD}$ gating variables shows
that longer current injections inactivated the $I_{SD}$ current more effectively, giving rise to larger ADPs.

Last, we examined the effect of the prepulse $V_{pp}$ on the ADP amplitude. Depolarizing current pulses adjusted to elicit that approximately the same number of spikes were delivered at different prepulse voltages (Fig. 3C). When $V_{pp}$ was low ($\sim 75$ mV), little $I_{SD}$ was produced (Fig. 3C3). An ADP was seen when $V_{pp}$ was depolarized to $\sim 66$ mV (Fig. 3C2). With a more depolarized $V_{pp}$ ($\sim 59$ mV), the ADP resulted in tonic firing after the current pulse (Fig. 3C1), consistent with experimental observations (reflects Fig. 2B,C in Royer et al. 2000b). This was because $I_{SD}$ reached its maximal activation at around $60$ mV, as found experimentally (Royer et al. 2000b; compares the activation levels of the $m$ variable before current pulses in Fig. 3C). In the sustained firing case (Fig. 3C1), the $I_{SD}$ current remained inactivated for a long time, each spike renewing its inactivation.

To test that the ADP was due to the $I_{SD}$ current, voltage responses to depolarizing inputs were compared under TTX condition ($g_{SD} = 0$) for the whole (Fig. 3D2) and partial model without $I_{SD}$ current ($g_{SD} = 0$) (Fig. 3D1). So that the two conditions could be compared, the model neuron was adjusted to the same pre-pulse potential using a smaller baseline current in the no $I_{SD}$ condition. When $I_{SD}$ was removed from the model, the ADP was completely abolished (only AHP remained) (Fig. 3D1), demonstrating that $I_{SD}$ was necessary for ADP generation.

**Ce model neurons**

The responses of the Ce model neurons to current injections from rest reproduced the behaviors of regular spiking (RS), late firing (LF), and low-threshold bursting (LTB) Ce cells observed experimentally (Dumont et al. 2002; De Armentia and Sah 2004). As shown in Figure 4A, with low-amplitude depolarizing current injections, the RS cell fired only one spike, whereas current pulses of higher amplitude evoked repetitive firing with modest spike frequency adaptation. Also characteristic of RS Ce neurons, negative current injection elicited a hyperpolarizing response with a slowly developing depolarizing sag, produced by the activation of $I_{h}$ current. The response profiles of the LF Ce cell model to current injections are shown in Figure 4B. For a 200-pA depolarizing pulse, a long delay (200 msec) was seen for the first action potential, and the spike interval was also large. With a higher current injection (300 pA), the initial delay was reduced and the neuron fired repetitively, consistent with experimental data (see Fig. 2B in De Armentia and Sah 2004). The firing properties of the LTB model neuron to a series of current injections are shown in Figure 4, C and D. Consistent with the experimental data (Dumont et al. 2002), the LTB model cell generated spike doublets or bursts in response to depolarizing current pulses applied negative to $\sim 70$ mV (Fig. 4C, top two traces) and at the break of hyperpolarizing current pulses (Fig. 4D, bottom). In contrast, depolarizing current pulses applied from more positive membrane potentials elicited trains of action potentials that displayed variable degrees of frequency adaptation (Fig. 4D, top two traces).

**Persistent network activity**

As mentioned above, the slow deactivation of $I_{SD}$ allows ITC neurons to generate sustained depolarizations in response to transient suprathreshold current injections (Fig. 3). However, it remains unclear whether transient inputs would have the same effect in a realistic network where ITC cells are interconnected by inhibitory synapses. For instance, LA cells are known to fire transiently at CS onset (Quirk et al. 1995, 1997), yet conditioned fear responses last for the entire duration of the CS. Also, brief IL stimulation (300 msec) was reported to effectively reduce fear expression in response to much longer CSs (Mildad and Quirk 2002; Mildad et al. 2004). Could $I_{SD}$ allow ITC cells to transform the transient signals arising from the BLA or IL into a more persistent output? To test this, we injected a brief current pulse of 300 pA for 300 msec (red bars in Fig. 5) into all ITC cells, mimicking the transient BLA/IL signal, while more realistic adaptive BLA inputs were turned off in this model experiment. To quantify the persistent activity, the spontaneous rate was measured during the 1 sec preceding the current pulses, while the steady-state firing rate was estimated 1 sec after the start of current injection (from 1 to 2 sec). Also, to test the robustness of the persistent network state, we simulated both a baseline inhibitory network (all ITC-ITC synaptic weights set to 2, i.e., $w_f = 2$) and a strong inhibitory network ($w_f = 5$).

Figure 5, A and B, shows the voltage responses of four representative cells from the ITC0 (ITC0_1, ITC0_3, and ITC0_5) and ITC2 (ITC2_2, ITC2_11) clusters for the control and strong inter-ITC inhibition cases, respectively. Prior to current injection, the four ITC neurons had no or little spiking activity. In both cases, current injections produced high-frequency discharges in all ITC cells. However, after the current pulse, ITC cells continued to fire at much higher rates than the spontaneous rates (Fig. 5A,B). Insights into the mechanisms underlying these phenomena can be obtained by considering time-dependent fluctuations of the $I_{SD}$ inactivation variable (green lines superimposed on the voltage responses of
This reveals that \( I_{SD} \) inactivated rapidly during the current injection and remained inactivated thereafter (Fig. 5). Thus, inactivation of \( I_{SD} \) enabled both ITCD and ITCV cells to fire continuously beyond the current injection, which in turn kept renewing the inactivation of the \( I_{SD} \) current. In keeping with the idea that \( I_{SD} \) plays a critical role in generating persistent activity, accelerating the deinactivation kinetics of \( I_{SD} \) abolished the persistent activity of ITC cells (Supplemental Fig. S6).

Expectedly, the impact of \( I_{SD} \) inactivation on persistent activity varied depending on the strength of the inhibitory connections between the ITC cells. Comparing the control (Fig. 5A) and strong inter-ITC inhibition (Fig. 5B) cases revealed that increasing inhibition strength reduced sustained activity in all four ITC cells, but only to a moderate degree. This can also be seen in Figure 5C, which plots the difference between the steady-state firing rate and spontaneous firing rate for each ITC neuron. The sustained activity of the majority of ITC cells (76.7%) was reduced by stronger inter-ITC inhibition. A small proportion of cells (16.7%) remained unchanged and only two cells (6.7%) had increased activity with larger inhibitory weight. The variability was due to different number and type of inhibitory inputs received by each individual ITC cell (see Supplemental Table S3). If the reduction of firing rate in presynaptic neurons balanced or overcame the effect of increased synaptic weight, the persistent activity of post-synaptic neurons may remain unchanged or increase. This shows that increased inter-ITC coupling strength could differentially modulate the firing rates of individual ITC neurons.

The sustained activity of ITC neurons as a population can be seen by examining the instantaneous firing rates averaged on all ITCD and ITCV cells (Fig. 5D). In the control case, ITC neurons fired spontaneously at low rates to background inputs prior to current injection (ITCD: \( 2.5 \pm 0.8 \) Hz, ITCV: \( 1.6 \pm 0.7 \) Hz; mean \( \pm \) SE). After the current pulse, the average firing rate of ITCD increased more than fourfold (steady-state rate: \( 11.4 \pm 1.5 \) Hz; \( t \)-test \( P < 0.001 \)), and that of ITCV increased nearly fourfold (steady-state rate: \( 6.7 \pm 1.4 \) Hz; \( t \)-test \( P < 0.005 \)). When the inter-ITC weight increased 2.5-fold (strong inhibition case), the spontaneous rates remained almost unchanged (ITCD: \( 2.5 \pm 0.8 \) Hz, ITCV: \( 1.6 \pm 0.7 \) Hz; \( t \)-test \( P > 0.1 \)). Although reduced compared with the control case, the steady-state frequencies of ITCD and ITCV were still significantly higher than the corresponding spontaneous firing rates (ITCD: \( 9.1 \pm 1.3 \) Hz, \( t \)-test \( P < 0.001 \); ITCV: \( 4.9 \pm 1.2 \) Hz, \( t \)-test \( P < 0.05 \)). Thus, sustained ITC network activity can be generated by transient excitatory inputs, even in the presence of strong inter-ITC inhibition. Note that in both cases, ITCV...
Network behaviors during fear and extinction states

Prior to studying the impact of IL inputs on ITC cells, it is important to characterize the model's behavior in response to inputs from LA and BA. Indeed, unit recordings have revealed that after fear conditioning, the responses of LA and BA neurons to CS presentations consist of an early phase of strongly increased firing frequency that quickly decays to levels slightly above baseline for the remainder of the stimulus (Quirk et al. 1995; Herry et al. 2008). It is of great interest to examine how the ITC network processes such adaptive signals to regulate the firing of Ce neurons during fear conditioning and extinction. Toward this end, we modeled three separate network states (habituation, following fear conditioning, and after extinction training) with experimentally observed LA/BA firing rates and synaptic plasticity. Previous experimental work has revealed that expression of fear is a result of potentiated LA responses to the CS (Quirk et al. 1995) relayed to Ce via BA (Pitkanen 2000) and ITC cells (Pare et al. 2004; Pape and Pare 2010), while extinction is accompanied by diminished LA responses (Quirk et al. 1995). A recent experimental study (Herry et al. 2008) reported that BA contains three subpopulations of neurons whose CS responsiveness is differentially altered during fear conditioning and extinction training: “fear cells” that acquire CS responses as a result of fear conditioning, but lose them following extinction training; “extinction cells” that only become CS responsive following extinction training; and “extinction-resistant cells” that acquire CS responses during conditioning, but remain CS responsive after extinction training. Accordingly, the fear state was modeled with elevated firing rate of LA, BA fear (BAF), and extinction-resistant (BAER) neurons, while the extinction state was modeled with diminished LA and BAF inputs, plus increased firing rate of BA extinction (BAE) neurons (see Supplemental Materials section for details). Different synaptic weights were also given for certain synapses in the three network states (Table 1; see Materials and Methods section for details). As indicated in the Materials and Methods section, we considered two possible network architectures with all BA inputs projecting to ITC cells in the first architecture and only extinction inputs projecting to ITC cells in the second architecture. In both architectures, the extinction neurons did not project to Ce because the activation profile of extinction cells was opposite to the expression of fear (Herry et al. 2008). Instead, both fear and extinction-resistant inputs projected to Ce.

Below, we describe the performance of each of the architectures. In these model experiments, we used several terms of firing frequency defined as follows. When a 2-sec CS input was present, the steady-state firing frequency was measured during the last 1 sec of the CS, while the estimate of the CS-induced frequency was based on the entire 2-sec CS period. The instantaneous firing frequency was calculated by dividing the simulation time into 100-msec bins, and the spontaneous firing rate was measured during the 1-sec period prior to CS onset.

Architecture 1

The instantaneous frequency of LA, BAF, BAER, and BAE inputs during CS presentation in three network states is shown in Figure 6A, while that of ITC, ITCV, and Ce neurons is shown in Figure 6B. The change in CS-induced neuronal firing rate across behavioral states is summarized in Table 2. The steady-state (SS) frequency is also given for Ce. Frequency is given as mean ± SEM. At rest with random background inputs, the average spontaneous firing rates of ITC, ITCV, and Ce cells were 2.7 ± 0.7 Hz, 1.7 ± 0.7 Hz, and 2.2 ± 0.4 Hz, respectively (the Ce rate was based on Duvarci et al. 2011). In habituation, the LA and BA inputs were delivered at low frequency (LA: 3.0 ± 0.1 Hz, BAF: 1.8 ± 0.1 Hz, BAER: 1.55 ± 0.05 Hz, and BAE: 1.6 ± 0.2 Hz; mean ± SE, average over the CS). The firing pattern of BAF and BAER inputs was similar to that of LA inputs, which showed strong frequency adaptation (Fig. 6A). Due to extra LA inputs and the unidirectional inhibition from ITC to ITCV, the ITC neurons fired at a higher frequency than ITCV neurons (14.3 ± 2.2 Hz vs. 4.2 ± 1.4 Hz, t-test P < 0.001, average over the CS). The Ce showed elevated firing in the first 100 msec of CS, which adapted quickly to baseline level (Fig. 6B). Though the average CS-evoked Ce firing rate (3.4 ± 0.6 Hz, t-test P > 0.1) was slightly higher than the average spontaneous rate (2.2 ± 0.4 Hz), the steady-state frequency was slightly lower (1.6 ± 0.9 Hz, t-test P > 0.1). The early Ce response to CS simulated the animal’s natural reaction to a neutral stimulus.

Figure 4. Firing properties of the Ce neuron models. (A) Voltage responses of the regular spiking model cell to three 600-msec current injections from rest (top: 300 pA; middle: 100 pA; bottom: −100 pA). (B) Voltage responses of the late-firing model cell to three 600-msec current injections from rest (top: 300 pA; middle: 200 pA; bottom: −100 pA). (C) Voltage responses of the LTB neuron model to three 600-msec current injections from −80 mV (top: 200 pA; middle: 100 pA; bottom: −100 pA). (D) Voltage responses of the LTB neuron model to three 600-msec current injections from rest (−68 mV; top: 200 pA; middle: 100 pA; bottom: −100 pA).
In the fear state, the CS-induced firing frequencies of LA, BAF, and BAER were greatly increased (LA: 8.4 ± 0.4 Hz, BAF: 4.9 ± 0.3 Hz, BAER: 4.2 ± 0.3 Hz, t-test P < 0.001), while that of BAE remained the same (1.7 ± 0.2 Hz, t-test P > 0.1). With potentiation of the LA–ITCD synapses (Table 1), the CS-induced firing rate of ITCD cells greatly increased from 14.3 ± 2.2 Hz to 35.2 ± 4.1 Hz (t-test P < 0.001), while that of ITCV cells slightly decreased from 4.2 ± 1.4 Hz to 3.9 ± 1.4 Hz (t-test P < 0.1). This was because the enhanced inhibition from ITCD overcame the elevated drive from BAF and BAER inputs to ITCV cells. With increase of the BAF and BAER firing rate combined with disinhibition from ITCV cells, the CS-evoked discharge frequency of the Ce output greatly increased from 3.4 ± 0.6 Hz to 9.7 ± 0.8 Hz (t-test P < 0.001) (Fig. 6A), indicating a high “fear” state. The initial frequency in the first bin could even reach above 30 Hz (Fig. 6B) due to high frequency of BA inputs in the first 100 msec. The average steady-state frequency (8.4 ± 0.8 Hz) was also significantly higher than the average spontaneous firing rate (2.2 ± 0.4 Hz, t-test P < 0.001), indicating a persistent state of fear during the entire CS presentation. It should be noted that the 8–10 Hz firing rate of Ce in the fear state is consistent with experimental data (unpublished observations from the Pare lab). To compare the amount of spike frequency adaptation in LA/BA inputs and ITC neurons, we computed the quantity $F_{\text{adapt}}$ proposed by Wang (1998): $F_{\text{adapt}} = (f_0 - f_\text{ss})/f_0$, where $f_0$ is the initial firing rate (frequency in the first bin) and $f_\text{ss}$ is the steady-state firing rate (frequency during the last 1 sec of CS). This revealed that adaptation was much higher in LA/BA inputs (LA: 80.8%, BAF: 79.3%) than in ITC cells (ITCD: 51.0%, ITCV: 21.4%). Thus, the strongly adapting signals from BLA neurons can be transformed into a more-sustained, less-adaptive output by ITC cells. The Ce output also exhibited less frequency adaptation compared with BLA inputs in the fear state (75.3%).

In the extinction state, the CS-induced firing rates of LA and BAF inputs returned back to the habituation level (LA: 3.0 ± 0.1 Hz, BAF: 1.7 ± 0.1 Hz, t-test P > 0.1), while that of BAER inputs remained as high as in the fear state (4.1 ± 0.2 Hz, t-test P > 0.1) (Fig. 6A). Also, the BAE inputs switched on with adaptation (3.6 ± 0.4 Hz, t-test P < 0.002, average over the CS). Due to decrease in LA firing rate with partial depotentiation of the LA–ITCD synapses (Table 1), the drive from LA to ITCD was largely reduced. At the same time, the excitation from BA inputs to ITCV decreased as the BA–ITC synaptic strength was potentiated (decrease in BAF firing rate was compensated by increase in BAE firing rate). Since the decrease in LA drive overwhelmed the increase in BA excitation, the CS-evoked firing rate of ITCV was reduced from 35.2 ± 4.1 Hz (in fear state) to 22.7 ± 2.7 Hz (t-test P <

### Table 1. Synaptic weights used in the ITC network model during the three network states

<table>
<thead>
<tr>
<th></th>
<th>LA→ITCD</th>
<th>BA→ITCD/V</th>
<th>BA→Ce</th>
<th>ITCD/V→ITCD/V</th>
<th>ITC→Ce</th>
</tr>
</thead>
<tbody>
<tr>
<td>Habituation</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Fear</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Extinction</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

Infralimbic inputs to intercalated neurons
The reduction of inhibition from ITCD plus potentiation of BA inputs led to a large increase in the CS-evoked ITCV firing rate (from 3.9 ± 1.4 Hz to 13.0 ± 2.1 Hz, t-test P = 0.002) (Fig. 6B), imposing a large inhibition on Ce. On the other hand, the excitatory drive from BA to Ce decreased with extinguished BAF inputs (Fig. 6A). As a result of increased inhibition with decreased excitation, the CS-evoked discharge rate of Ce neurons went below the average spontaneous rate (0.8 ± 0.4 Hz, t-test P = 0.05) (Fig. 6B). In this state, the percentages of adaption in LA/BA inputs (LA: 85%, BAF: 88%, BAE: 86.3%) were also much higher than those in ITC cells (ITCD: 54.9%, ITCV: 56.6%). Model experiments also revealed that changing all ITC synapses to the depressing type impaired extinction, while using only the facilitating or constant types had little effect on network activity (Supplemental Fig. S7).

**Architecture 2**

In architecture 2, the BAF and BAE inputs did not project to ITC. For ease of comparison, we denote architecture 1 as “A1” and architecture 2 as “A2”. The instantaneous firing rate of ITCD, ITCV, and Ce neurons is shown in Figure 6C, and the average frequency over the entire CS for A1 and A2 is compared in Figure 6D. The change in CS-induced neuronal firing rate across behavioral states is also summarized in Table 2. In habituation, removal of BAF and BAE inputs to ITC only decreased the CS-induced firing rate of ITCD by 15.4% (A1: 14.3 ± 2.2 Hz, A2: 12.1 ± 1.9 Hz, t-test P > 0.1) (Fig. 6D) since LA inputs still projected to ITCD and were the dominant source of ITCD excitation. In contrast, the CS-induced ITCV firing rate was reduced by 38.1% (A1: 4.2 ± 1.4 Hz, A2: 2.6 ± 1.1 Hz, t-test P > 0.1) (Fig. 6D).

![Figure 6](https://www.learnmem.org) Network behaviors during habituation, fear, and extinction states without IL inputs. (A) Instantaneous firing frequency of LA and BA inputs. (B) Instantaneous firing frequency of ITCD, ITCV, and Ce neurons for architecture 1. (C) Instantaneous firing frequency of ITCD, ITCV, and Ce neurons for architecture 2. The black arrows indicate CS onset. (D) Average CS-evoked firing frequencies of ITCD, ITCV, and Ce neurons for architectures 1 and 2. The dotted lines indicate the spontaneous firing rates.

| Table 2. Spontaneous and CS-induced firing rates (Hz) of ITC and Ce neurons in three network states for architecture 1 (A1) and architecture 2 (A2) |
|-----------------|-----|-----|-----|-----|-----|-----|
|                | Spont. | Hab. | Fear | A1  | A2  | Ext. |
| ITCD           | 2.7 ± 0.7 | 14.3 ± 2.2 | 12.1 ± 1.9 | 35.2 ± 4.1 | 32.5 ± 3.7 | 22.7 ± 2.7 | 17.1 ± 2.3 |
| ITCV           | 1.7 ± 0.7 | 4.2 ± 1.4 | 2.6 ± 1.1 | 3.9 ± 1.4 | 0.9 ± 0.5 | 13.0 ± 2.1 | 5.4 ± 1.6 |
| Ce             | 2.2 ± 0.4 | 3.4 ± 0.6 | 5.1 ± 0.5 | 9.7 ± 0.8 | 14.7 ± 0.8 | 0.8 ± 0.4 | 4.6 ± 0.7 |
| Ce (SS)        | 2.2 ± 0.4 | 1.6 ± 0.9 | 3.2 ± 0.6 | 8.4 ± 0.8 | 12.2 ± 0.6 | 0.2 ± 0.2 | 3.6 ± 0.9 |
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The CS-evoked firing rate of Ce was elevated to 5.1 ± 0.5 Hz (A1: 3.4 ± 0.6 Hz, t-test P < 0.1) (Fig. 6D) and showed a high response in the first 100 msec (Fig. 6C). It should be noted that this firing rate of Ce (5.1 ± 0.5 Hz) was significantly higher than the average spontaneous rate (2.2 ± 0.4 Hz, t-test P < 0.002) (Fig. 6D), implying that the animal expresses fear in habitation, which is not true. Similarly, in the fear state, removing BA and BAA inputs to ITC had a much larger impact on ITCV (76.9% decrease, A1: 3.9 ± 1.4 Hz, A2: 0.9 ± 0.5 Hz, t-test P < 0.05, CS-evoked rate) than on ITC (7.7% decrease, A1: 35.2 ± 4.1 Hz, A2: 32.5 ± 3.7 Hz, t-test P < 0.1, CS-evoked rate) (Fig. 6D). As a result, the CS-induced Ce firing rate was increased by 51.6% (A1: 9.7 ± 0.8 Hz, A2: 14.7 ± 0.8 Hz, t-test P < 0.005) (Fig. 6D). Thus, less BA inputs to ITC would facilitate expression of fear. In the extinction state, loss of BA and BAA inputs to ITC decreased the CS-induced ITC firing rate by 24.7% (A1: 22.7 ± 2.7 Hz, A2: 17.1 ± 2.3 Hz, t-test P > 0.1) and the ITCV firing rate by 58.5% (A1: 13.0 ± 2.1 Hz, A2: 5.4 ± 1.6 Hz, t-test P < 0.01) (Fig. 6D). Such a large decrease in ITCV firing rate resulted in a near sixfold increase in the CS-evoked Ce firing rate (A1: 0.8 ± 0.4 Hz, A2: 4.6 ± 0.7 Hz, t-test P < 0.002) (Fig. 6D). Extinction in architecture 2 was thus not complete because this level of firing rate (4.6 ± 0.7 Hz) was also significantly higher than the average spontaneous rate (2.2 ± 0.4 Hz, t-test P < 0.02). Taken together, the firing rate of ITCV cells was largely decreased, while that of Ce cells was significantly increased in architecture 2. Since such high Ce firing rates were not observed in experiments (Duvanci et al. 2011), we reasoned that the architecture 1 is more realistic.

Impact of IL inputs in network conditions reproducing a high fear state

Brief IL stimulation after tone onset (100–400 msec) has been reported to effectively reduce fear in rats that had not been extinguished (Milad and Quirk 2002), but had less or little effect if given either 1 sec before or 1 sec after tone onset (Milad et al. 2004). It is not clear how such a transient IL input can reduce fear effectively and why it is most effective if delivered shortly after tone onset. To investigate this, brief IL stimulation (300 msec) was modeled by Poisson-distributed spike trains (20 Hz) delivered to ITC neurons 0.1 sec after tone onset (Fig. 7B), 1 sec before tone onset (Fig. 7C), and 1 sec after tone onset (Fig. 7D) during the high fear state (the IL–ITC synaptic weight was set to 1). For comparison, the baseline network activity in the high fear state (the IL–ITC synaptic weight was set to 1). Indeed, in the case of IL + 0.1 sec, IL stimulation caused a 43.3% increase in the average firing frequency of ITC neurons (from 3.7 ± 1.4 Hz to 5.3 ± 1.6 Hz, t-test P > 0.1), compared with only a 1.2% increase in ITCV cells (from 32.3 ± 4.1 Hz to 32.7 ± 4.1 Hz, t-test P > 0.1). Such an increase in ITCV activity decreased the Ce steady-state firing rate from 8.4 ± 0.8 Hz to 4.0 ± 1.2 Hz (t-test P < 0.02; Fig. 7, cf. A and B).

To compare the IL effectiveness in three cases of IL timing, we denote the effect during the 300-msec IL presentation as “direct effect” and the effect after IL stimulation as “facilitating effect”. As shown in Figure 7, B–D, the direct effect was always stronger than the facilitating effect. Although IL inputs delivered 1 sec before tone onset could still enhance the CS responses of ITCV neurons due to the slow deactivation kinetics of the IL current, the direct effect was lost during the CS presentation so the facilitating effect was also reduced (Fig. 7, cf. B and C). Indeed, the average steady-state frequency of ITCV in the IL + 0.1 case was higher than that in the IL – 1 sec case (5.3 ± 1.6 Hz vs. 4.8 ± 1.5 Hz, t-test P > 0.1). If IL stimulation was given 1 sec after tone onset, its impact was much reduced because it could not inhibit the Ce firing during the first 1 sec of CS where high frequency of Ce spikes were present (Fig. 7D).

Figure 7E plots the percentage change in the average firing frequency of ITCV, ITC, and Ce neurons during the 2-sec CS presentation for the three IL stimulation cases (Fig. 7B–D) relative to the fear case (Fig. 7A). The average Ce firing rate was reduced by 51.6% for the IL + 0.1 sec case (from 9.7 ± 0.8 Hz to 4.7 ± 0.7 Hz, t-test P < 0.005), compared with 43.3% for the IL – 1 sec case (from 9.7 ± 0.8 Hz to 5.5 ± 0.8 Hz, t-test P < 0.01), and 35.1% for the IL + 1 sec case (from 9.7 ± 0.8 Hz to 6.3 ± 0.8 Hz, t-test P < 0.02). This is consistent with the experimental finding that IL stimulation given 0.1 sec after CS onset is most effective in reducing fear expression, followed by IL – 1 sec and then IL + 1 sec (Milad et al. 2004). It can be predicted that if IL stimulation is given at tone onset, fear can be further reduced, since IL inputs can eliminate the Ce burst firing in the first 100 msec. When the strength of IL stimulation increased, little further reduction was seen in the Ce firing frequency (for the case of IL + 0.1 sec; Supplemental Fig. S8), suggesting that low intensity of IL stimulation was as effective as high intensity of IL stimulation (Milad et al. 2004). It should also be noted that the LTB Ce cell fired at a higher rate than the LF Ce cell during CS presentation in the fear state (11 Hz vs. 7 Hz) (Fig. 7A) and was more resistant to IL-induced inhibition (Fig. 7B–D), probably due to partial deinactivation the I_{L,t} current by hyperpolarization.

Setting all inter-ITC synapses to one particular type had little effect in the fear state due to the low firing rate of ITCV neurons (Supplemental Fig. S7). In contrast, when IL inputs were introduced (0.1 sec after CS onset), clear differences were seen as a function of inter-ITC synapse types (Fig. 7F). When all ITC synapses were of the facilitating or constant type (including the ITC–Ce synapses), both ITCV and ITC firing rates (CS-evoked) decreased as inter-ITC inhibitory efficiency increased. The percentage of decrease was similar for the two cases (ITCV: ~45%, ITCV: ~13%) (Fig. 7F). Since ITC cells projecting to Ce form only synapses of the facilitating and constant types (Geracitano et al. 2007), changing them all to the facilitating or constant types had little effect on their efficiency (see Supplemental Fig. S4, the release probability of facilitating synapses at high rates was about
0.8, close to that of the constant synapses). Hence, although not statistically significant, the mean Ce firing rates (over the 2-sec CS presentation) increased as the ITCV firing rates diminished under all facilitating or constant-type situations (all facilitating: 21.3%, t-test P > 0.1; all constant: 25.5%, t-test P > 0.1) (Fig. 7F). When all ITC synapses were of the depressing type, the CS-evoked firing rates of both ITCD and ITCV increased as inter-ITC inhibitory efficiency decreased (ITCD: 10.2%, t-test P > 0.1; ITCV: 30.3%, t-test P > 0.1). However, for this case, the efficiency of the ITC–Ce inhibition was much lower compared with the control case (see Supplemental Fig. S4, the release probability of depressing synapses at high rates was much lower than those of facilitating and constant synapses). This decrease in inhibition efficiency at the ITC–Ce synapses was found to overwhelm the opposing effect of increased ITCV firing rate, and so the CS-evoked Ce firing rate was significantly higher than that

Figure 7. Impact of brief IL stimulation (300 msec) on network activity in the high fear state. Voltage responses of ITCD1, ITCD10, ITCV2, ITCV11, and two Ce neurons (one LF type and one LTB type) for the following four situations: (A) High fear state without IL inputs; (B) IL inputs given at 0.1 sec after tone onset; (C) IL inputs given at 1 sec before tone onset; (D) IL inputs given 1 sec after tone onset. The red arrows indicate CS onset and the red bars indicate the presence of IL inputs. (E) Percentage change in the mean firing frequency of ITCD, ITCV, and Ce neurons for three different timings of IL stimulation relative to the fear case without IL inputs. (F) Percentage change in the mean firing frequency of ITCD, ITCV, and Ce neurons for all facilitating, all depressing, and all constant-type synapse cases relative to the control case with heterogeneous synapses. IL stimulation is given at 0.1 sec after tone onset.
in the control case (55.3%), from 4.7 ± 0.7 Hz to 7.3 ± 0.6 Hz, t-test \( P < 0.05 \) (Fig. 7F). Thus, these modeling experiments suggest that it is advantageous to have facilitating or constant type synapses for the ITC–Ce connection in order to inhibit Ce neurons effectively. Taken together, the results of our simulations indicate that variations in the short-term dynamics of ITC synapses enhance the effectiveness of IL inputs in reducing the expression of conditioned fear as expressed in the firing rate of Ce neurons.

**Discussion**

The IL cortex is believed to play a critical role in extinction by inhibiting fear output Ce neurons via the activation of ITC cells (Pare et al. 2004; Quirk and Mueller 2008). However, previous physiological studies have revealed that ITC cells inhibit each other (Royer et al. 2000a; Geracitano et al. 2007) raising the following question: Can IL inputs overcome the inter-ITC inhibition to regulate the CS-evoked activity of Ce neurons? Also, it is not clear how a brief IL stimulation (300 msec) can reduce fear expression effectively if given 100 msec after tone onset, not earlier or later (Milad and Quirk 2002; Milad et al. 2004). Because it is currently difficult to test this experimentally, we investigated this problem using a biophysical network model. Our findings indicate that over a wide range of stimulation strengths, brief IL activation can overwhelm inter-ITC inhibition and reduce the activity of fear output Ce neurons. Importantly, both intrinsic properties (i.e., bistability) and variations in the short-term synaptic dynamics of ITC neurons contributed to the effectiveness of IL stimulation. In addition, we observed that ITC neurons could transform the transient CS-related signals arising in the BLA into a persistent pattern of activity. Below, we consider the significance of these observations in light of previous work about the physiology of ITC neurons.

**IL control of ITC cells and the regulation of conditioned fear expression**

Mounting evidence implicates ITC neurons in the regulation of conditioned fear expression. For instance, ITC lesions (Likhitik et al. 2008) as well as pharmacological inhibition of BLA inputs to ITC cells (Jungling et al. 2008) interfere with the extinction of conditioned fear responses. The inhibition of conditioned fear responses by ITC cells during extinction is thought to depend on their activation by glutamatergic inputs from the infralimbic cortex (Pare et al. 2004; Quirk and Mueller 2008). Several observations support this view. First, IL lesions interfere with the consolidation of extinction (Quirk et al. 2000). Second, IL sends a massive projection to ITC cells (McDonald et al. 1996; Freedman et al. 2000). Third, disinhibition of IL with local picrotoxin infusions leads to increased c-Fos expression in ITC cells (Berretta et al. 2005). Fourth, extinction testing is associated with marked increases in the number of c-Fos-positive IL and ITC cells (Knapska and Maren 2009). Last, electrical stimulation of IL produces a reduction of conditioned fear (Milad and Quirk 2002; Vidal-Gonzalez et al. 2006) and an abolition of BLA-evoked responses in Ce neurons (Quirk et al. 2003). In principle, ITC cells could produce the latter two effects by generating feedforward inhibition in Ce when activated by IL inputs (Pare and Smith 1993a,b; Royer et al. 1999).

However, other observations cast doubt on the validity of this interpretation. Indeed, ITC cells occur as densely packed clusters and there are connections between ITC cells located in the same (Geracitano et al. 2007) as well as different clusters (Royer et al. 2000a). The latter connections are directionally polarized, in the dorsoventral direction (Royer et al. 2000a). A further complication comes from the fact that inter-ITC connections show short-term plasticity (Geracitano et al. 2007). In a recent in vitro study, when presynaptic ITC cells were repeatedly activated with current injection in a range of frequencies, in an approximately equal proportion of cell pairs, transmitter release probability decreased, increased, or remained constant (Geracitano et al. 2007). As a result, it is not immediately clear whether IL inputs can overcome the inter-ITC inhibition and how the short-term plasticity of inter-ITC synapses might alter the impact of IL activity over time.

To examine these issues, we first developed a compartmental model of a single ITC cell that could reproduce their unusual electroresponsive properties, as observed experimentally (Royer et al. 2000b). These included their very high input resistance, repetitive firing behavior, and ability to transform transient suprathreshold depolarizations into prolonged periods of increased intrinsic excitability via the inactivation of a potassium current with slow deinactivation kinetics (\( I_{\text{Ks}} \)). Next, we generated a larger ITC network that implemented the short-term synaptic plasticity of inter-ITC connections described above. The network behavior was then tested during patterns of BLA activation designed to simulate the rapidly adapting profile of activity evoked by CS presentations, as observed experimentally (Quirk et al. 1995; Pare and Collins 2000).

**Persistent modulation of Ce output by ITC neurons**

A first interesting observation to emerge from these tests was that despite the presence of inhibitory connections between ITC cells, transient excitatory inputs from BLA or IL were transformed by ITC cells into a sustained state of increased activity via the inactivation of \( I_{\text{Ks}} \). Although the magnitude of this persistent activity was affected by the strength of inter-ITC inhibitory connections, it remained robust for higher inhibitory synaptic weights (2.5-fold change). Therefore, these results suggest that ITC cells express a form of short-term memory, inscribed in their intrinsic properties, allowing for persistent alterations in fear responsiveness following transient sensory signals. Burgos-Robles et al. (2009) recently demonstrated that prelimbic (PL) neurons transform transient amygdala inputs into a sustained output that drives conditioned fear responses and gates the expression of extinction. Therefore, it is possible that both PL and ITC activity contribute to sustaining the expression of conditioned fear. While PL seems to sustain fear by increasing the excitatory drive onto Ce via BA, the present study suggests that ITC neurons could contribute to this sustenance by increasing their inhibition on ITC neurons, resulting in disinhibition of Ce. As shown in Figure 8A, during the high fear state, strongly adaptive LA inputs were transformed into a sustained output by ITCD neurons, leading to persistent inhibition on ITCV cells and allowing for sustained Ce firing. Also, ITC neurons can support the expression of extinction via persistent activity in ITCV cells. In the extinction state (Fig. 8B), the LA responses diminished and the LA–ITCD connection depotentiated, while the BA–ITC connection potentiated (Amano et al. 2010). Strongly adaptive BA inputs were then transformed into sustained firing in ITCV cells, resulting in lowered Ce responses.

**Can other mechanisms lead to sustained activity in the ITC network?**

Although diverse mechanisms underlying similar transitions from transient-to-sustained activity have been proposed in various brain areas (e.g., Wang 1999b; Egorov et al. 2002; Miller et al. 2003; Winograd et al. 2008), we believe that the slowly deinactivating current is the ionic basis for sustained ITC network activity due to the following reasons: (1) The ADPs displayed in ITC cells were not dependent on intracellular Ca\(^{2+}\) or Na\(^{+}\) concentration (Royer et al. 2000b), suggesting that ADPs were not
that IL stimulation given shortly after tone onset was most effective in reducing Ce firing, in agreement with experimental findings (Milad et al. 2004). This might be due to the fact that this timing most effectively combines the direct impact of IL in inhibiting early Ce spikes and its indirect (after IL is turned off) impact in inhibiting Ce firing subsequently, via the inactivation of $I_{SD}$. Furthermore, model experiments revealed that variations in the short-term synaptic dynamics within the ITC network facilitates the inhibitory control of Ce output by IL (see the following section), a prediction that could be tested in future experiments. It can also be predicted that ITC neurons contacted by depressing synapses are more easily recruited by IL inputs than those contacted by facilitating or constant-type synapses.

**Implications of variations in the short-term dynamics of ITC synapses**

As mentioned above, three different types of short-term synaptic plasticity have been observed in inter-ITC connections (Geracitano et al. 2007), but the role of such synaptic heterogeneity is not clear. Our modeling experiments suggest that this synaptic heterogeneity can enhance the inhibitory control of Ce by IL inputs. First, to effectively inhibit Ce output, the ITCV–Ce connections have to be of the facilitating or constant types, as found experimentally (Geracitano et al. 2007). These two types of synapses maintain efficient levels of inhibition in Ce cells. In contrast, for the inter-ITC connections, pure facilitating or constant type synapses decrease the firing rates of both ITCB and ITCV neurons when IL inputs are active, resulting in elevated Ce responses (Fig. 7F). Hence, depressing synapses, in concert with $I_{SD}$ inactivation, allow IL inputs to overcome the inter-ITC inhibition. Taken together, these considerations suggest that the heterogeneous short-term plasticity of the inter-ITC connections enables sufficiently high activity levels in ITCV cells for an efficient control of fear-related Ce outputs when BA and IL neurons are active.

**Conclusions**

Overall, our results indicate that although the inhibitory connections between ITC cells tend to oppose excitatory influences onto them, both intrinsic and synaptic properties contribute to the inhibitory control of Ce by IL inputs. In particular, IL inputs do overcome the inhibition produced by inter-ITC connections, leading to an overall excitation of ITC cells and a persistent decrease in Ce fear outputs. These results support the notion that IL inputs are in strategic position to control extinction of conditioned fear via the activation of ITC neurons.

**Materials and Methods**

**ITC single cell model**

The ITC cell was modeled using the Hodgkin-Huxley formulation (Byrne and Roberts 2004). It had two compartments representing a soma (diameter of 8 μm; length of 8 μm) and a dendrite (diameter of 5 μm; length of 200 μm) (Millhouse 1986; Marowsky et al. 2005). The current balance equations were of the form given in Eqs. 1 and 2,

\[
C_m \frac{dV_s}{dt} = -g_L(V_s - E_L) - \frac{g_L}{V_m}V_s(V_s - V_d) - \sum \frac{I_{int}^{m}}{m} - \sum \frac{I_{syn}^{m}}{m} + I_s \tag{1}
\]

\[
C_m \frac{dV_d}{dt} = -g_L(V_d - E_L) - \frac{g_L}{V_m}V_d(V_d - V_c) - \sum \frac{I_{int}^{m}}{m} - \sum \frac{I_{syn}^{m}}{m} + I_d \tag{2}
\]

where $V_s$ and $V_d$ were the somatic and dendritic membrane potentials (mV), $I_{int}^{m}(V_s)$, and $I_{syn}^{m}(V_d)$ were the intrinsic currents and
the synaptic currents in the somatic (dendritic) compartments, respectively, \(I_s\) was the electrode current applied to the soma (or dendrite, \(I_d\)), \(C_m\) was the membrane capacitance, and \(g_x\) was the coupling conductance between the soma and the dendrite. The values for the specific membrane resistance, membrane capacitance, and cytoplasmic (axial) resistivity were, respectively, \(R_m = 30 K\Omega cm^2\), \(C_m = 1.0 \mu F/cm^2\), and \(R_a = 150 \Omega cm\). The leakage reversal potential \(E_L\) was set to \(-93 mV\) to match experimental measurements of their resting potential (Huguenard and McCormick 1992) and adjusting the steady-state activation/inactivation with time constant functions to replicate the experimental observations of Royer et al. (2000b).

The kinetics of \(I_{Na}\) was the voltage- or \(Ca^{2+}\)-activated sodium current \(I_{Na}\) in a spike-generating sodium current \(I_{Na}\) is a potassium delayed rectifier \(I_{K}\), slow \(Ca^{2+}\) current \(I_{Ca}\), a voltage-gated persistent muscarinic current \(I_{MCh}\) or hyperpolarization-activated current \(I_{inac}\), a high-voltage-activated \(Ca^{2+}\) current \(I_{CaA}\), and a slow \(Ca^{2+}\)-dependent afterhyperpolarization current \(I_{CAHP}\). The ionic current for channel \(i\), \(I_i\), was modeled as \(I_i = g_i m^h [V - E_i]\), where \(g_i\) was its maximal conductance, \(m\) its activation variable (with exponent \(p\)), \(h\) its inactivation variable (with exponent \(q\)), and \(E_i\) its reversal potential. The kinetic equation for the gating variable \(x\) (or \(h\)) had the form

\[
\frac{dx}{dt} = \frac{x_m(V, [Ca^{2+}]) - x}{\tau_x(V, [Ca^{2+}])}
\]

where \(x_m\) was the voltage- or \(Ca^{2+}\)-dependent steady state and \(\tau_x\) is the voltage- or \(Ca^{2+}\)-dependent time constant. The maximal conductance densities for all ionic currents and the expressions of \(x_m\) and \(\tau_x\) for each gating variable are listed in Supplemental Tables S1 and S2, respectively. The other reversal potentials were: \(E_{Na} = 45 mV\), \(E_{K} = -90 mV\), \(E_{Ca} = 120 mV\), and \(E_{\text{rest}} = -43 mV\) (Huguenard and McCormick 1992).

Ce single-cell models

According to experimental findings (Dumont et al. 2002; De Armentia and Sah 2004), there are three different types of Ce neurons were modeled: regular spiking (RS), late firing (LF), and low-threshold bursting (LTB). The Ce cell models also contained two compartments: a soma (diameter of 15 \(\mu m\); length of 15 \(\mu m\)) and a dendrite (diameter of 5 \(\mu m\); length of 300 \(\mu m\)). The Ce models included a leakage current \(I_l\), a sodium current \(I_{Na}\), a delayed rectifier \(I_{K}\), a muscarinic current \(I_{MCh}\), a hyperpolarization-activated current \(I_{inac}\), a high-voltage-activated \(Ca^{2+}\) current \(I_{CaA}\), and a slow \(Ca^{2+}\)-dependent afterhyperpolarization current \(I_{CAHP}\). The LF cell contained an additional inactivating transient \(K_\text{A}\) current \(I_{A}\) known to delay the onset of the action potential (Storm 1986), while the LTB cell included an additional low-threshold inactivating calcium current \(I_{CaT}\) (Dumont et al. 2002). The passive membrane properties were as follows: \(R_m = 30 K\Omega cm^2\), \(C_m = 1.0 \mu F/cm^2\), \(R_a = 150 \Omega cm\), \(E_l = -60 mV\) for LF cell, and \(-70 mV\) for RS and LTB cells.

Current kinetics

The kinetics of \(I_{Na}\), \(I_{Ca}\), and \(I_{CaA}\) were adapted from a prefronal cortex (PFC) model by Durstewitz et al. (2000), and those for \(I_l\), \(I_{K}\), \(I_{MCh}\) from Warman et al. (1994), who modeled CA1 hippocampal neurons. To adjust spiking threshold, the activation/inactivation functions of the \(I_{Na}\) current were shifted by \(-3 mV\) for ITCD and \(-5 mV\) for ITCV neurons. A voltage shift of \(20 mV\) was also made in the inactivation function of the \(I_{Na}\) current to achieve the desirable delay effect seen in LF Ce cells (Dumont et al. 2002; De Armentia and Sah 2004). The kinetics of the \(I_{CaT}\) current were taken from a granule cell model (Inoue and Strowbridge 2008) with the activation and inactivation functions shifted by \(-15 mV\) and \(-10 mV\), respectively, to replicate the firing patterns reported by Dumont et al. (2002). The mathematical description of \(I_h\) was based on a study of the current in rat BLA neurons (Wombles and Moises 1993). The detailed kinetics of the slow deinactivating conductance \(I_{SD}\) have not yet been characterized in ITC neurons, and we modeled this current as \(I_{SD} = g_{SD} m^h [V - E_h]\) by modifying an “A” current (Huguenard and McCormick 1992) and adjusting the steady-state activation/inactivation with time constant functions to replicate the experimental observations of Royer et al. (2000b).

The steady-state functions \(m_x(V)\) and \(h_x(V)\) are shown in Supplemental Figure S1A, and the inactivation time constant function \(\tau_x(V)\) is shown in Supplemental Figure S1B. We note that the half-activation and half-inactivation voltages were about \(-80 mV\) and \(-50 mV\), respectively, and \(I_{SD}\) reached its maximum at around \(-60 mV\) \((m^h has the largest value\), consistent with the observations of Royer et al. (2000b). The time constant of the inactivation variable was \(100 msec\) for \(V > -30 mV\) and it increased greatly for \(V < -50 mV\). Hence, \(I_{SD}\) activated fully in the subthreshold range \((V \approx -60 mV)\), inactivated slowly in response to suprathreshold depolarization \((V > -40 mV)\), and deactivated very slowly \((V < -50 mV)\).

Calcium dynamics

Intracellular calcium was regulated by a simple first-order differential equation of the form (Warman et al. 1994):

\[
\frac{d[Ca^{2+}]}{dt} = -f \cdot \frac{I_{CaT}}{2FV} + \frac{[Ca^{2+}]_{\text{out}} - [Ca^{2+}]_{\text{in}}}{\tau_{Ca}}
\]

where \(f\) is the fraction of the \(Ca^{2+}\) influx \((f = 0.024)\) (Warman et al. 1994), \(V = wA\) with \(w\) the shell thickness \((1 \mu m)\), \(A\) the cell surface area, \(z = 2\) is the valence of the \(Ca^{2+}\) ion, \(F\) is the Faraday constant, and \(\tau_{Ca}\) is the \(Ca^{2+}\) removal rate \((\tau_{Ca} = 80 msec)\) (Helmchen et al. 1996). The resting \(Ca^{2+}\) concentration \([Ca^{2+}]_{\text{rest}} = 0.05 \mu mol/L\), which was the same as the initial concentration (Durstewitz et al. 2000).

Network structure and inputs

The ITC–Ce network included 15 ITCD and 15 ITCV neurons, plus five Ce output cells (Fig. 1B). Among the five Ce neurons, three were LTB type, since these cells account for the majority of CeM (central medial nucleus) cells in the rat (Dumont et al. 2002), which the model was based on. The remaining two Ce neurons had one RS type and one LF type. Based on experimental findings (Geracitano et al. 2007), the synaptic connections between the ITD neurons were split equally into facilitating, depressor, and constant types (each neuron formed only one type of synapse with all its targets, as seen experimentally) (Geracitano et al. 2007). Each Ce neuron inhibited three other randomly selected neurons within the same cluster. This connectivity ratio (20%) is higher than reported in Geracitano et al. (2007), and was needed to compensate for the fewer number of cells in our reduced network (Bazhenov et al. 2001). Also, based on earlier experimental reports (Royer et al. 1999, 2000a), each ITCD neuron inhibited three randomly selected ITCV neurons (the inhibitory connectivity among ITCD and ITCV cell clusters is shown in Supplemental Table S3).

The network received inputs from LA (lateral amygdala), BA (basal amygdala), and IL (Fig. 1B), which were modeled as realistic spike inputs rather than real neurons. LA inputs projected to ITCD, while IL inputs projected equally to ITCD and ITCV (McDonald et al. 1996). BA inputs also projected to both ITCD and ITCV clusters, but with a lower density to ITCV neurons (Royer et al. 1999, 2000a; Pape and Pare 2010). Based on the findings of Henry et al. (2008), the BA inputs were divided into fear, extinction, and extinction-resistant (ER) groups (Fig. 1B). Since the exact connectivity of each type of BA neurons with ITC and Ce neurons is currently unknown, we considered two possible network architectures. In the first architecture, all three types of BA inputs projected to ITC, while only extinction inputs projected to ITC in the second architecture. In both architectures, the extinction inputs did not project to Ce because the activation profile of
extinction cells was opposite to the expression of fear (Herry et al. 2008). Instead, both fear and ER inputs projected to Ce.

We modeled 20 LA, 20 BA, and 20 IL inputs to the network. The relative ratio of each type of BA input was based on experimental data (Herry et al. 2008), which resulted in five fear, five extinction, and 10 ER inputs. Each LA input projected to three randomly selected ITCD neurons, and each BA input projected to two ITCD and 3 ITCV neurons, both again chosen randomly. The projection from IL to ITC appeared to be denser than that from BLA (McDonald et al. 1996). So each IL input projected to five ITCD and five ITCV neurons selected at random. The Ce neurons received excitation from all BA fear and ER inputs, as well as inhibition from ITCV neurons of facilitating and constant type synapses (Pare and Smith 1993b; Royer et al. 1999; Pare et al. 2004; Geracitano et al. 2007). According to experimental observations (Geracitano et al. 2007), ITCV cells forming depression-type synapses did not project to Ce. The LA and BA inputs were modeled with different degrees of spike frequency adaptation based on previous experimental data (Quirk et al. 1995, 1997; Faber et al. 2001; Herry et al. 2008) and to account for the projection from LA to BA (Fig. 1B; Pitkanen 2000), the firing rate of BA fear inputs was assumed to be dependent on LA inputs due to similar firing patterns across training (Quirk et al. 1995; Herry et al. 2008; see Supplemental Materials and Methods for details). The IL inputs were modeled as Poisson-distributed spike trains with a duration of 300 msec and a mean frequency of 20 Hz (Miall and Quirk 2002). In addition, Poisson-distributed random background inputs were delivered to all ITC and Ce neurons to achieve experimentally observed spontaneous firing rates.

Synaptic currents

In the model, excitatory synaptic transmission was mediated by glutamate acting at AMPA/NMDA receptors, while the inhibitory synapses were mediated by GABA acting at GABA_A receptors (Sah et al. 2003). The AMPA/NMDA and GABA_A synaptic currents were modeled by dual exponential functions as follows (Li et al. 2009):

\[ I_{\text{AMPA}} = w \cdot A_{\text{AMPA, max}} \cdot \frac{\tau_2 - \tau_1}{\tau_2 - \tau_1} \left[\exp\left(-\frac{t}{\tau_2}\right) - \exp\left(-\frac{t}{\tau_1}\right)\right] - E_{\text{AMPA}} \]

\[ I_{\text{NMDA}} = w \cdot A_{\text{NMDA, max}} \cdot s(V) \cdot \frac{\tau_2 - \tau_1}{\tau_2 - \tau_1} \left[\exp\left(-\frac{t}{\tau_2}\right) - \exp\left(-\frac{t}{\tau_1}\right)\right] - E_{\text{NMDA}} \]

\[ I_{\text{GABA}} = w \cdot A_{\text{GABA, max}} \cdot \frac{\tau_2 - \tau_1}{\tau_2 - \tau_1} \left[\exp\left(-\frac{t}{\tau_2}\right) - \exp\left(-\frac{t}{\tau_1}\right)\right] - E_{\text{GABA}} \]

where \( w \) was the synaptic weight given in Table 1, \( \dot{A} \) was a normalization constant chosen so that \( A_{\text{AMPA, max}}, A_{\text{NMDA, max}}, \) and \( A_{\text{GABA, max}} \) assumed maximum values of the conductances (when \( w = 1 \)), \( \tau_1 \) and \( \tau_2 \) were the rise and decay time constants, respectively. For AMPA receptor channels, \( \tau_1 = 0.5 \) msec and \( \tau_2 = 7 \) msec for ITC cells and \( \tau_1 = 1.8 \) msec and \( \tau_2 = 4.4 \) msec for Ce neurons (De Armentia and Sah 2003). For NMDA receptor channels, \( \tau_1 = 5 \) msec and \( \tau_2 = 125 \) msec for ITC cells and \( \tau_1 = 5 \) msec and \( \tau_2 = 162 \) msec for Ce neurons (De Armentia and Sah 2003). The voltage-dependent variable \( s(V) \), which implements the Mg\(^{2+} \) block of NMDA receptors, was defined as:

\[ s(V) = [1 + 0.33 \exp(-0.06 V)]^{-1} \] (Zador et al. 1990). For the GABA_A synaptic current, \( \tau_1 = 0.8 \) msec, \( \tau_2 = 13 \) msec for IT cells (Geracitano et al. 2007), and \( \tau_1 = 0.8 \) msec, \( \tau_2 = 40 \) msec for Ce neurons (Esmaeili et al. 2009). The maximal conductances were chosen as: \( A_{\text{AMPA, max}} = 1 \) nS, \( A_{\text{NMDA, max}} = 0.5 \) nS (Li et al. 2009), and \( A_{\text{GABA, max}} = 0.6 \) nS (Geracitano et al. 2007). Synaptic reversal potentials were set as \( E_{\text{AMPA}} = 0 \) mV, \( E_{\text{NMDA}} = -75 \) mV (Li et al. 2009). The GABA_A conductance profile of IT neurons is shown in Supplemental Figure S3. The synaptic delay was chosen randomly between a minimal and a maximal value with a uniform probability, based on experimental data from the Pare lab (Supplemental Table S4).

Presynaptic release probability

As observed experimentally (Geracitano et al. 2007), short-term synaptic plasticity in ITC–ITC connections is heterogeneous (facilitating, depressing, and constant) and depends on presynaptic firing rates. As presynaptic stimulation frequency increases, the release probability of facilitating synapses increases, while that of depressing synapses decreases, and that of constant synapses remains unchanged. Such plasticity is also assumed to exist in the ITC–Ce connections. In the model, presynaptic release probability was updated according to the following learning rule:

\[ \frac{dp}{dt} = \Phi(F) - \frac{p}{\tau} \]

where the time constant \( \tau \) was selected to be 100 msec (Wang 1999a; a larger time constant of 300 msec yielded similar results), \( \Phi \) was a function of the presynaptic firing frequency \( F \), determined by nonlinear regression modeling of the experimental data (Geracitano et al. 2007; Supplemental Fig. S4). When a presynaptic spike occurred, the presynaptic frequency was updated as the running average of the current and three previous instantaneous frequencies:

\[ F_n = a_1 F_{n-1} + a_2 F_{n-2} + a_3 F_{n-3} \quad \text{with} \quad a_1 = 0.4, \ a_2 = 0.2, \ a_3 = 0.2, \ \text{where} \quad F_{n-1} = \frac{\sum_{i=0}^{n-2} F_{n-i}}{n-1} \]

\( T_w \) was the interval between the previous and current spikes. Between spikes, \( F \) decayed back towards zero with a time constant of 5 sec (a relatively large time constant was chosen to avoid rapid frequency decay between spikes). When a presynaptic spike occurred, a uniform pseudo-random number \( F_t \) between 0 and 1 (using the rand function in C++) was generated. If \( F_t \) was less than the current release probability \( p \) then neurotransmitter release was successful, otherwise it was not. The initial release probability was 0.3 and 0.8 for the facilitating and depressing synapses, respectively, and the release probability of constant synapses was fixed at 0.75 (Geracitano et al. 2007).

Synaptic strengths in three network states

We simulated network responses to a 2-sec auditory tone input (CS) during three different network states: habituation, following fear conditioning, and after extinction training. Learning of fear and extinction is accompanied by changes in synaptic strengths in the neural circuitry of the amygdala (Pape and Pare 2010). ITC neurons exhibit NMDA-dependent bidirectional synaptic plasticity (Royer and Pare 2002) and in a recent experimental study, the BA inputs to ITC cells are found to be potentiated in extinction training (approximately threefold; Fig. 4 in Amano et al. 2010). Given the fact that the firing rate of LA neurons is significantly increased after conditioning (Quirk et al. 1995), it is reasonable to assume that the LA–ITC connection is potentiated by conditioning. Hence, we used a threefold synaptic weight (compared with the habituation state) for the LA–ITC synapses in the fear state and a threefold synaptic weight for the BA–ITC synapses in the extinction state (Table 1). For the LA–ITC connections, the potentiated synapses were assumed to be partially depotentiated in the extinction state (Table 1) based on results from a previous LA network model (Li et al. 2009). Note that the potentiation was only imposed on the AMPA components of the synapses (Amano et al. 2010). The BA–Ce, ITC–ITC, and ITC–Ce synaptic weights were assumed to be fixed, but the presynaptic release probability of the ITC–ITC and ITC–Ce synapses was modifiable (Geracitano et al. 2007).

Implementation of model

Model runs were performed on a personal computer using the software package GENESIS (Bower and Beeman 2003) with the Crank-Nicholson integration method, and a time step of 20 \( \mu \)sec. Shorter time steps did not change the results in any significant way. The (background) input onset was 1 sec after the start of the simulation to allow the model cells to stabilize. A simulation of 5 sec of network activity took 15 min of CPU time.
Infralimbic inputs to intercalated neurons

Limitations
Admittedly, our model has some limitations: (1) Given the restricted amount of detailed electrophysiological data about ITC cells, we had to use data on tonic conductance from other brain areas such as hippocampus and cortex. (2) In the absence of more specific information, IL was assumed to project equally to dorsal and ventral clusters. Also, we assumed the same connectivity ratio within the ITC clusters and between the clusters. (3) The network size was designed to be relatively small in order to avoid computational overload. It remains to be determined whether the qualitative conclusions and predictions of the model will hold for a larger network. (4) When dealing with the effectiveness of IL stimulation, the role of IL inputs in facilitating plasticity at BA–ITC synapses (Amano et al. 2010) was not taken into account. (5) Although it was previously reported that the lateral sector of the central nucleus (CeL) projects to CeM (Petrovich and Swanson 1997; Jolkkonen and Pitkanen 1998), CeL was not included in our model. This omission resulted from the paucity of data available to constrain the model. However, as we were completing the present investigation, two studies provided evidence that CeL activity might play an important role in the genesis of conditioned fear responses. In particular, it was shown that pretraining inhibition of CeL with muscimol (Ciocchi et al. 2010) or silencing of a subset of CeL neurons resulting in the disinhibition of CeL neurons (Ciocchi et al. 2010; Haubensak et al. 2010), whereas PKC-δ-negative CeL neurons were excited by the CS (hereafter termed CeL⁺ cells). The existence of inhibitory connections between CeL⁺ and CeL⁻ neurons implied that when the CS is presented, CeL⁺ cells inhibit CeL⁻ neurons resulting in the disinhibition of CeL fear output neurons (Ciocchi et al. 2010; Haubensak et al. 2010). Future modeling studies should consider how CeL activity interacts with ITC inputs to regulate the excitability of CeM neurons and fear expression.
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