MECHANISMS UNDERLYING THE FORMATION OF THE AMYGDALAR FEAR MEMORY TRACE: A COMPUTATIONAL PERSPECTIVE
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Abstract—Recent experimental and modeling studies on the lateral amygdala (LA) have implicated intrinsic excitability and competitive synaptic interactions among principal neurons (PNs) in the formation of auditory fear memories. The present modeling studies, conducted over an expanded range of intrinsic excitability in the network, revealed that only excitable PNs that received tone inputs participate in the competition. Strikingly, the number of model PNs integrated into the fear memory trace remained constant despite the much larger range considered, and model runs highlighted several conditioning-induced tone responsive characteristics of the various PN populations. Furthermore, these studies showed that although excitation was important, disynaptic inhibition among PNs is the dominant mechanism that keeps the number of plastic PNs stable despite large variations in the network’s excitability. Finally, we found that the overall level of inhibition in the model network determines the number of projection cells integrated into the fear memory trace. © 2016 IBRO. Published by Elsevier Ltd. All rights reserved.
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INTRODUCTION

Animals are predisposed to learn fear by experience. Indeed, they learn to fear new stimuli quickly and robustly in a classical fear-conditioning paradigm where a neutral sensory stimulus (such as tone; conditioned stimulus, CS) acquires the ability to elicit fear responses after a few pairings with a noxious stimulus (such as foot shock; unconditioned stimulus, US). The lateral amygdala (LA) is a critical site of plasticity for the storage of auditory Pavlovian fear memories in rodents (LeDoux, 2000; Pape and Paré, 2010). Repa et al. (2001) showed that ~25% of principal LA neurons (PNs) acquire conditioning-induced plasticity, and these were of two types: transiently plastic (TP) neurons that display increases in CS responsiveness that last for only a few trials, and long-term plastic (LP) neurons whose CS responses are persistently increased, even resisting extinction training (Repa et al., 2001). Neurons that do not fall into the TP or LP categories are designated in the following as non-plastic (NP). Interestingly, a recent study showed that only 25% of PNs store this ‘fear memory trace’ (Han et al., 2007) although 70% receive CS and US inputs (Quirk et al., 1995; Repa et al., 2001; Rumpel et al., 2005).

Computational models of fear learning have typically used connectionist or firing rate formalisms in the past, and have provided valuable insights (Armony et al., 1997; Moren and Balkenius, 2000; Krasne et al., 2011; Vlachos et al., 2011; Moustafa et al., 2013). However, they have not been able to incorporate emerging data about cellular, synaptic and neuromodulatory mechanisms involved in fear. Our recent biophysical network model of LA (Kim et al., 2013a) was the first to incorporate such neurophysiology data into biophysical models of the fear circuit, and it successfully replicated the findings of Repa et al. (2001). Prior work has established that the incidence of PNs expressing activated CREB is high among plastic cells (Han et al., 2007, 2009). The fact that CREB increases intrinsic neuronal excitability (Zhou et al., 2009), led Han et al. (2007) to suggest that the fear memory trace preferentially recruits PNs with higher intrinsic excitability. However, these authors also found that increasing the number of CREB-expressing cells did not augment the number of plastic cells (Han et al., 2007). Consistent with these results, in another recent study (Kim et al., 2013b), we found that highly excitable PNs were preferentially recruited as plastic cells, a prediction that was later validated experimentally (Yiu et al., 2014). Furthermore, although CREB-overexpression led to the addition of new model plastic cells (hereafter termed ‘winner cells’), many originally plastic neurons dropped out from the plastic category (“loser cells”), resulting in a stable number of plastic cells. Analysis of the connections formed by winner and loser cells (see cartoon in Fig. 1A) provided support for the notion that competitive synaptic mechanisms limit the number of PNs storing fear memories. For instance, the PNs that increased their firing rates after conditioning or plastic PNs (red triangles in Fig. 1A) were found to receive fewer disynaptic inhibitory connections...
from other plastic PNs via interneurons, compared to non-plastic PNs (blue triangles). Solid lines between cells indicate training-induced changes in connections, while dotted lines indicate unchanged connections. Also, interneurons (gray filled circles) that received relatively large numbers of excitatory connections (red connections) from plastic PNs were found to be more effective at inhibiting PNs (via black connections) making them non-plastic (NP, blue). Many of the factors that regulate this competition were left unexplored in our previous study (Kim et al., 2013b). Here, we consider a wider range of competitive scenarios which revealed important insights including the composition of PNs that participated in the memory trace, the formation of the different tone-responsive populations, and the roles of banding among PNs and of neuromodulation in the competitive process. The study also conclusively highlighted inhibition as the key mechanism in the competition, and showed that the overall level of inhibition in the system controlled the size of the memory trace.

**EXPERIMENTAL PROCEDURES**

The present study used the 1000-cell biophysical model of the dorsal part of LA (LAd) we reported recently (Kim et al., 2013a, 2015). The salient aspects of the model are provided below.

**Single cell and network models**

We used a Hodgkin–Huxley formulation to develop single cell models. The model PNs had three compartments, and reproduced the active and passive membrane properties, including the diversity of spike frequency adaptation seen in LA (Faber et al., 2001; Sah et al., 2003) comprising three types of regular spiking PNs, with high (type-A), intermediate (type-B), or low (type-C) spike frequency adaptation (Fig. 1B; matched data in Faber et al., 2001), due to the differential expression of a Ca$^{2+}$-dependent K$^-$ current (highest in type-A and lowest in type-C). LA also contains local GABAergic interneurons that exhibit various firing patterns, even among neurochemically-homogeneous subgroups (Pape and Paré, 2010). However, the majority displays a fast-spiking pattern, whose membrane properties were reproduced in our 2-compartment ITN model.

LAd is estimated to have 24,000 principal cells in LAd (Tuunanen and Pitkänen, 2000). We developed a scaled down (30:1) version of LAd that included 800 principal cells. Because the proportion of interneurons to principal cells is 20:80, the model included 200 interneurons. Principal cells and interneurons were distributed randomly in a realistic tri-dimensional representation of the horn-shaped LAd (Kim et al., 2015). Connectivity among as well as between PNs and ITNs was based on prior experiments on the intrinsic LA network (Samson and Paré, 2006). It should be noted that in our model, CREB (or intrinsic excitability) did not determine the initial connectivity of the cells. Instead, independently of whether particular principal cells were Type-A, B, or C, we set up probabilistic gradients of connectivity based on earlier physiological studies of the intrinsic LA network.

**Synaptic plasticity**

Model synapses could undergo activity-dependent synaptic plasticity, consistent with the experimental literature. All AMPA (except for those delivering shock or background inputs) and GABA synapses in the model were endowed with long-term postsynaptic plasticity (Bauer and LeDoux, 2004; Kim et al., 2013a; Hummos et al., 2014). This form of plasticity was implemented using a learning rule that uses the concentration of a post-synaptic calcium pool at each modifiable synapse (Shouval et al., 2002). Calcium entered post-synaptic pools at excitatory synapses via NMDA receptors (and AMPA receptors for interneurons) and voltage-gated calcium channels (VGCCs). Similarly, calcium for pools at inhibitory synapses came from post-synaptic intracellular stores and VGCCs (Li et al., 2009). All model AMPA and GABA synapses also exhibited short-term presynaptic plasticity, with short-term depression at interneuron to principal cell and principal cell to interneuron connections (Woodruff and Sah, 2007). The model also incorporated the effects of dopamine and norepinephrine on LAd cells, based on prior experimental reports, as detailed in Kim et al. (2013a).
Neuromodulator effects

Neuromodulators have long been implicated in fear and anxiety, and are known to regulate Pavlovian fear learning and synaptic plasticity in LA (Tully and Bolshakov, 2001; Bissière et al., 2003). Conditioned aversive stimuli alter the activity of ventral tegmental area (Feenstra et al., 2001) and locus coeruleus neurons (Guarraci and Kapp, 1999), which in turn modulate fear and anxiety through their widespread forebrain projections, including to the amygdala. Therefore, the model incorporated the effects of dopamine (DA) and norepinephrine (NE) on LA cells, based on prior experimental reports, as detailed in Kim et al., 2013a.

Inputs and conditioning protocol

To reproduce the low spontaneous firing rates of PNs in baseline conditions (Gaudreau and Paré, 1996), Poisson-distributed, random excitatory background inputs were delivered to all model cells, resulting in average spontaneous firing rates of 0.7 Hz for PNs and 5.5 Hz for ITNs. The CS and US inputs were represented by glutamatergic synapses acting via AMPA and NMDA receptors. The frequency of thalamic and cortical tone inputs during habituation was set to 20 Hz. The following distribution of inputs was used for the simulations: uniform total tone density throughout LA with 70% of the dorsal aspect of LA (LA(d)) cells receiving thalamic and 35% receiving cortical tone projections, and the opposite for the ventral aspect of LA (LA(v)), i.e., 35% of LA(v) cells receiving thalamic and 70% receiving cortical tone projections. The shock inputs were distributed uniformly to 70% of LA cells. The schedule of tone and shock inputs in the simulations was based on in vivo studies (Quirk et al., 1995).

The auditory fear-conditioning protocol (Fig. 1C) included three phases (habituation, conditioning and recall), comprised of 8, 16 and 4 trials, respectively. Each trial featured a 0.5-s tone CS followed by a 3.5-s gap. Only during conditioning, a shock (100 Hz) was administered 100 ms prior to the end of the tone, so that they co-terminated. The frequency of thalamic and cortical tone inputs was increased to 40 Hz after the first trial in the presence of shock. The frequency of thalamic and cortical tone inputs was increased to 40 Hz after the first trial in the presence of shock. The following distribution of inputs was used for the simulations: uniform total tone density throughout LA with 70% of the dorsal aspect of LA (LA(d)) cells receiving thalamic and 35% receiving cortical tone projections, and the opposite for the ventral aspect of LA (LA(v)), i.e., 35% of LA(v) cells receiving thalamic and 70% receiving cortical tone projections. The shock inputs were distributed uniformly to 70% of LA cells. The schedule of tone and shock inputs in the simulations was based on in vivo studies (Quirk et al., 1995).

To reproduce the low spontaneous firing rates of PNs in baseline conditions (Gaudreau and Paré, 1996), Poisson-distributed, random excitatory background inputs were delivered to all model cells, resulting in average spontaneous firing rates of 0.7 Hz for PNs and 5.5 Hz for ITNs. The CS and US inputs were represented by glutamatergic synapses acting via AMPA and NMDA receptors. The frequency of thalamic and cortical tone inputs during habituation was set to 20 Hz. The following distribution of inputs was used for the simulations: uniform total tone density throughout LA with 70% of the dorsal aspect of LA (LA(d)) cells receiving thalamic and 35% receiving cortical tone projections, and the opposite for the ventral aspect of LA (LA(v)), i.e., 35% of LA(v) cells receiving thalamic and 70% receiving cortical tone projections. The shock inputs were distributed uniformly to 70% of LA cells. The schedule of tone and shock inputs in the simulations was based on in vivo studies (Quirk et al., 1995).

The auditory fear-conditioning protocol (Fig. 1C) included three phases (habituation, conditioning and recall), comprised of 8, 16 and 4 trials, respectively. Each trial featured a 0.5-s tone CS followed by a 3.5-s gap. Only during conditioning, a shock (100 Hz) was administered 100 ms prior to the end of the tone, so that they co-terminated. The frequency of thalamic and cortical tone inputs was increased to 40 Hz after the first trial in the presence of shock. The frequency of thalamic and cortical tone inputs was increased to 40 Hz after the first trial in the presence of shock. The following distribution of inputs was used for the simulations: uniform total tone density throughout LA with 70% of the dorsal aspect of LA (LA(d)) cells receiving thalamic and 35% receiving cortical tone projections, and the opposite for the ventral aspect of LA (LA(v)), i.e., 35% of LA(v) cells receiving thalamic and 70% receiving cortical tone projections. The shock inputs were distributed uniformly to 70% of LA cells. The schedule of tone and shock inputs in the simulations was based on in vivo studies (Quirk et al., 1995).

To analyze competitive synaptic interactions among LA neurons, we simulated the CREB overexpression (CREB+) or downregulation (CREB-) experiments of Han and colleagues by converting a randomly selected subset of type-A neurons to type-C (from 25% to 100%; denoted as CREB+25%, CREB+50% and CREB+100%), and type-B–C neurons to type-A (25%; CREB-25%), without changing other model parameters. We then examined how these changes altered the impact of conditioning on the CS responsiveness of PNs. These analyses resulted in several novel insights related to the formation of the fear memory trace.

Although our previous study showed that more excitable model cells (types B and C) were preferentially recruited into the trace, the underlying mechanism were not mapped out in detail. Expansion of the CREB range from 25% to 100% helped explore the underlying mechanisms in a more comprehensive manner. A key finding from the present study was that a smaller subset of PNs than reported previously participated in the competition. This in turn helped identify synaptic interactions underlying competition more sharply and highlighted disynaptic inhibition as the salient mechanism that endowed the network with the ability to be highly discriminative in its recruitment of PNs into the memory trace (LPs). These findings are described below in sequence.

First, despite the large increase or decrease in the numbers of excitable type B and C neurons produced in the CREB+ or CREB- simulations, the tone responses of LP, TP and NP cells remained within biological ranges (Quirk et al., 1995, 1997; Repa et al., 2001), even for the extreme competition cases of CREB+50% and CREB+100% (Fig. 2A). Importantly, the number of model LP but not TP cells remained approximately constant across the CREB cases (Fig. 2B). An analysis of cellular excitability, and network connectivity, helped identify the subset of PNs that participated in the competition, and how they did so. Specifically, (i) Across all CREB cases, LPs consisted only of high intrinsically excitable type B and C PNs, and none of type A, as previously reported (Kim et al., 2013b). However, a new finding was that within this group of type B and C PNs (e.g., total 400 for control), only those that received both tone and shock (n = 225, control), or only tone (n = 95, control) inputs participated in the competition (because the tone synapses to these cells grew faster causing these cells to fire more than the PNs that did not receive tone), the 'competition group' (Fig. 2C). Indeed, in the control and extreme CREB+100% cases, respectively, 98% and 99% of LPs had this property. Hence, in subsequent analyses, we will only consider PNs that receive tone or tone and shock inputs (Fig. 3A–C). (ii) Within the competition group (typical composition shown in Fig. 2C), LPs tended...
to receive significantly more excitatory inputs (Fig. 3A) from other PNs than TP and NP cells for all the cases except the CREB+100% condition. More importantly, LPs in the competition group received markedly less disynaptic inhibition from other competing PNs than TP and NP cells for all the cases (excitation: two way ANOVAs, \(F = 126.1, \text{DF} = 1, p < 0.0001\); disynaptic inhibition: two way ANOVAs, \(F = 774.6, \text{DF} = 1, p < 0.0001\)), causing the LPs to fire more compared to the others.

Increasing levels of competition (CREB 25% to CREB+100%) highlighted an interesting mechanism supporting the competition. As competition increased, the network selected PNs that received the fewest disynaptic inhibitory connections from other PNs in the competition group. In the frequency distributions of the number of disynaptic inhibitory inputs (Fig. 3B), this is evidenced by the progressive shift of the distributions to the left for LPs (Fig. 3B1) and to the right for TPs and NPs (Fig. 3B2). The numbers have been normalized for the CREB cases by dividing by group size and then multiplying by the size of the control group. Dots represent the mean values of the disynaptic inhibitory connections for the various CREB cases, and the arrows point to the direction the mean moves with increasing CREB%.

Fig. 2. Training-induced changes in output of model network. A. Tone responses of LPs (circles), TPs (triangles) and NPs (diamonds) for the control case. Shaded areas around the control case denote the maximum and minimum of mean tone responses for the four CREB cases. All data points represent block of four trials, except for the first, which is the average of the final six habituation trials, as in Repa et al. (2001). B. Changes in numbers of LPs (red), TPs (blue) and NPs (turquoise) across the four CREB cases. C. Representative distribution of cell categories within the competition group (type B and C PNs that receive tone or tone and shock inputs). Also shows winner and loser numbers going from control to the CREB+25 case. For panels C and D, the data were averaged across five different network instantiations of probabilistic connectivity gradients, for each case. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Mechanisms that implement competition. The numbers in panels 2A and 2C were normalized to the control group case as follows: first the number of connections received by a cell was divided by the group size for the particular CREB case and then multiplied by the group size for the control case. A. Within the competition group, LPs received significantly more monosynaptic excitatory inputs from other PNs than TP and NP cells for all the cases except the CREB+100% condition (two way ANOVAs, \(F = 126.1, \text{DF} = 1, p < 0.0001\)). B. Frequency distribution of disynaptic inhibitory connections received by cells in the competition group for LPs (B1) and TPs + NPs (B2). The numbers have been normalized for the CREB cases by dividing by group size and then multiplying by the size of the control group. Dots represents the mean values of the disynaptic inhibitory connections for the various CREB cases, and the arrows points to the direction the mean moves with increasing CREB%.

Increasing levels of competition (CREB 25% to CREB+100%) highlighted an interesting mechanism supporting the competition. As competition increased, the network selected PNs that received the fewest disynaptic inhibitory connections from other PNs in the competition group. In the frequency distributions of the number of disynaptic inhibitory inputs (Fig. 3B), this is evidenced by the progressive shift of the distributions to the left for LPs (Fig. 3B1) and to the right of TPs and NPs.
(Fig. 3B2). (iii) We then considered the subgroups of winner and loser LPs, and calculated the excitation and disynaptic inhibition they received from other PNs in the competition group. The number of disynaptic inhibitory inputs from other PNs onto loser LPs, compared to those onto winner LPs, continued to be significantly higher (Fig. 3C; two way ANOVAs, $F = 529.9$, $DF = 1$, $p < 0.0001$). Yet, the number of excitatory inputs to loser LPs was higher ($10.3 \pm 0.2$), compared to those onto winner LPs ($8.1 \pm 0.1$; not shown; two way ANOVAs, $F = 128.9$, $DF = 1$, $p < 0.0001$), again indicating that disynaptic inhibition is the dominant factor supporting the competition.

Second, several model behaviors supported the notion that plastic PNs banded together in the competition to inhibit potentiation of plasticity in other cells: (i) conditioning-induced growth in PN–PN weights for LP–LP connections was significantly higher ($70.2 \pm 0.4\%$), compared to such connections between NPs ($15.9 \pm 0.4\%$; two way ANOVAs, $F = 4998.0$, $DF = 1$, $p < 0.0001$); (ii) similarly, conditioning-induced growth in tone–PN synaptic weights was significantly higher for plastic cells ($183.3 \pm 0.5\%$) compared to NP cells ($81.3 \pm 1.5\%$; two way ANOVAs, $F = 7149.3$, $DF = 1$, $p < 0.0001$); (iii) when all model PN–PN weights were set to zero for a typical run, the number of LP cells dropped by $70\%$ in the control case (Chi-square test, $p < 0.0001$), and the number of TP cells dropped to zero (Chi-square test, $p < 0.0001$); (iv) finally, when plasticity was inactivated in only PN–PN connections, the number of LP cells decreased by $2\%$ (Chi-square test, $p = 0.77$), and TP cells by $29\%$ (Chi-square test, $p = 0.01$), suggesting that the PN–PN connections themselves may be more important for banding than the plasticity in these connections.

Third, TP cells are thought to be ‘trigger’ cells (Repa et al., 2001) although their role in fear learning is not understood. Our analysis provided insights into their potential function. Compared to LP cells, TP cells received considerably higher monosynaptic connections from ITNs across all CREB cases (Fig. 3D; two way ANOVAs, $F = 2297.7$, $DF = 1$, $p < 0.0001$). Also, compared to LP cells, TP cells exhibited significantly higher growth in ITN–PN connections (Fig. 3E; two way ANOVAs, $F = 4856.5$, $DF = 1$, $p < 0.0001$). The number of excitatory connections from plastic PNs to TP and LP cells was comparable, again highlighting inhibition as a key factor in the formation of TP cells. This suggests that in the early stages of conditioning, plastic cells (TPs + LPs) band together and disynaptically inhibit potentiation of responses in NP cells. However, later during conditioning, the tone responses of TP cells decrease due to significantly higher disynaptic inhibition (compared to LPs) from other plastic PNs. Consistent with this, the tone responses of TP cells decreased during the second half of conditioning, while those of LP cells did not (Fig. 2A).

Although PN–PN weights between TP cells were high, training-induced growth in the disynaptic inhibitory connections reduced the tone responses of TP cells to habituation levels by late conditioning. So, although excitation plays a role initially, inhibition is again the dominant mechanism in the formation of TP cells. More importantly, while these ‘trigger’ TP cells contribute to the formation of LP cells, they do not seem to play any role subsequently.

Fourth, although neuromodulation is known to play a role in the formation of fear memory traces (Tully and Bolshkov, 2001; Bissière et al., 2003), the underlying mechanisms remain unclear. We performed inactivation experiments to address this question. When we inactivated DA and NE neuromodulator receptors during training almost half of the original trace, $42\%$ ($53/125$) of LP and $63\%$ ($43/68$) of TP cells, lost their tone-responsiveness, and became NP cells. This suggests that neuromodulation is important for the formation of both types of tone-responsive cell populations. Interestingly, this inactivation led to a new competition among PNs, resulting in the membrane trace stabilizing at 101 cells, of which $30\%$ were from the originally NP cell category. All remaining original TP cells ($25/68$) were converted to LP cells, while most of the remaining LP cells ($71/125$) ‘survived’ as LP cells. In an overall sense, blockade of neuromodulation resulted in a drop of LP cell numbers by $19\%$ (Chi-square test, $p = 0.02$) and a drop in their tone responses by $25\%$ ($t$-test, $p < 0.0001$); more dramatically, there was a $99\%$ drop in TP cell numbers, virtually wiping them out (Chi-square test, $p < 0.0001$). As cited above, inhibition plays a critical role in the formation of TP, but not LP, cells. Neuromodulators affected both excitation and inhibition of PNs (see Kim et al., 2013a for implementation). DA increases the GABA conductance during high neuromodulation state (Loretan et al., 2004). Also NE was shown to decrease NMDA conductance during late conditioning (Johnson et al., 2011). Inactivation of neuromodulators thus resulted in an effective decrease in inhibition and an increase in excitation during late conditioning, favoring LP but not TP cells. This explains why inactivation of neuromodulators virtually wiped out TP cells.

Lastly, we also investigated the hypothesis that the level of inhibition in the network constrained the size of the fear memory trace to $10–40\%$ of PNs (Tovote et al., 2015). To test this, we varied both initial weights and learning rates of the three inhibitory pathways, ITN–PN, PN–ITN and tone–ITN, and found that the LP cell numbers changed proportionately, without appreciable changes in tone response magnitudes. A representative plot of the effect of changing the learning rate $\lambda$ for the ITN–PN pathway on the number of plastic cells is shown in Fig. 3F, highlighting how the level of inhibition in the system controls the size of the fear memory trace.

**DISCUSSION**

Memories are sparsely encoded in cerebral networks. However, the neural substrates of such encoding are not well understood, including for amygdalar memories. The dorsal aspect of the LA is an important site of plasticity during the formation of CS–US associations in auditory Pavlovian fear conditioning (LeDoux, 2000; Pape and Paré, 2010). This association is stored as a ‘fear memory trace’ involving about $25\%$ of the PNs in LA (Han et al., 2007). The trace was hypothesized to
result from a competitive process among PNs which restricted the size of the fear memory trace after CREB-induced increase in the number of excitable PNs (Han et al., 2007). Using our biophysical network model, we successfully replicated these findings (Kim et al., 2013b). An analysis of the model connections formed by winner and loser cells suggested that competitive synaptic mechanisms limit the number of PNs storing fear memories. However, many of the factors that regulate this competition were left unexplored, including the composition of the PNs recruited into the fear memory trace, the roles of the two classes of tone-responsive PNs and of neuromodulation during the coding, and the robustness of the findings.

Here we report important insights into the mechanisms underlying this competition that emerged when we extended the CREB +25% case (as in experiments of Han et al., 2007 and our previous model) to CREB +100% in steps of 25%. Remarkably, the tone responses of LP, TP and NP cells (Fig. 2A) stayed within biological ranges (Quirk et al., 1995, 1997; Repa et al., 2001) for even the extreme CREB manipulations, with a new observation that the number of model LP, but not TP cells remained approximately constant across the CREB cases (Fig. 2B). Furthermore, a detailed analysis of the competition revealed that only PNs that received extrinsic afferents of tone and shock, or only tone, participated in the competition. Within this competition group, additional analysis showed how PNs banded together to increase their firing rates and effectively inhibit other PNs. Importantly, disynaptic inhibition that a PN received from other PNs via ITNs was consistently seen to be the dominant mechanism implementing competition across all scenarios (Fig. 3A–C). Interestingly, this inhibitory mechanism was also key to the formation of TP cells, a group whose role has hitherto not been well understood. Although neuromodulation has been known to be important in memory formation, their role in encoding such memories is not clear. Model runs showed that neuromodulation was critical for memory formation, and highlighted the differential roles it had in the formation of LP and TP cell types. The model also helped shed light on two other poorly understood phenomena, the role of TP cells and factors that controlled the ‘size’ of the fear memory trace. Model runs showed that TP cells were important in the early stages of the memory storage but had no role once the memory was formed. Another key insight was that the level of inhibition in the system controlled the size of the fear memory trace (Fig. 3F).

CONCLUSIONS

In the amygdala, experimental studies have implicated cellular excitability and synaptic competition in the formation of auditory fear memories. In a prior modeling study, we confirmed that cellular excitability is a contributing factor. Here, we examined the synaptic mechanisms supporting the selective recruitment of the most excitable principal cells in the memory trace. We found that only a particular group of highly excitable principal neurons compete: those with access to inputs about the CS. Of these, synaptic competition selects a subset and inhibition is the dominant mechanism that keeps their number relatively constant despite large variations in cellular excitability. Together with insights into several other underlying mechanisms, this study provides the first comprehensive account of the neural substrates of competition among PNs in fear memory formation. A challenge for future experiments will be to test these predictions using optogenetic tools to manipulate specific classes of neurons and their projections. The insights related to the underlying mechanisms of memory formation have potential applicability to sparse coding in other cerebral networks.

In addition, the finding that the level of intrinsic inhibition has such a profound influence on the integration of projection cells into fear memory traces has potential clinical relevance. Indeed, it implies that slight reductions in the amount of intrinsic inhibition could allow the number of PNs encoding fear memories to increase, compromising their stimulus specificity.
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